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Large-Scale Dynamic Data

Examples:
- The Web, with approximately 5 billion Web Pages;
- Models of the Human brain, approx. $10^{10}$ neurons;
- Twitter, highly dynamic, 6000 tweets per second;
- Facebook: 1.86 billion monthly active users.

To process the sheer amount of data, several models of computations have emerged...
Models of Computations

- **streaming algorithms** The input is defined by a stream of data (e.g. edges/nodes in a graph). Algorithms in this model must process the input stream in the order it arrives (sequential access) while using only limited amount of memory. Semi-streaming algorithms are allowed to make multiple passes over the data. See [4, 5, 6].

- **dynamic algorithms** The main goal is to support query and update operations (e.g. remove an edge or update its weight) as quickly as possible, in particular, much faster than recomputing from scratch. Amortized analysis is used to analyze an algorithm: total worst case time / number of update operations. The input might or might not fit into memory. See [8, 7].

- **MapReduce Model** The input is partitioned into different machines, with each machine processing its chunk in parallel. The results are then aggregated. This can be iterated multiple times, typically constant or logarithmic in the size of the input. See [9, 10].
Submodular Maximization in Streaming

Problem Definition: Streaming Submodular Max. [6]

Definition 1

Given a streaming \( v_1, \ldots, v_n \) of elements from a domain \( X \) as well as a non-negative monotone submodular function \( f : 2^X \rightarrow \mathbb{R}^+ \), an integer \( k > 0 \), find \( S \subseteq X \) which maximizes \( f(S), |S| \leq k \), while making only one pass over the data and using sublinear amount of memory.

The \( v_i \)'s must be processed sequentially one after the other.

Since the problem is NP-hard we resort to approximation algorithms.
Towards a Streaming Algorithm

**Goal:** A 1-pass streaming algo with $O\left(\frac{k \log k}{\epsilon}\right)$ memory, constant approx.

We have very little memory, so we need to decide as soon as we see $v_i$. 

Idea: Suppose it holds that for any $A \subseteq X$, $f(A) = \sum_{v \in A} f(v)$. Suppose we know OPT. We include $v_i$ iff $f(v_i) \geq \frac{OPT}{2k}$. This gives a 2-approx.

Issues: we don't know OPT (we can guess it!) general submodular functions?
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Towards a Streaming Algorithm

**Goal:** A 1-pass streaming algo with $O\left(\frac{k \log k}{\epsilon}\right)$ memory, constant approx.

We have very little memory, so we need to decide as soon as we see $v_i$.

**Idea:** Suppose it holds that for any $A \subseteq X$, $f(A) = \sum_{v \in A} f(v)$. Suppose we know OPT. We include $v_i$ iff $f(v_i) \geq \frac{OPT}{2k}$. This gives a 2-approx.

**Issues:**
- we don’t know OPT (we can guess it!)
- general submodular functions?
Knowing the OPT or an Approx

Let $\Delta_f(v|S) = f(S \cup \{v\}) - f(S)$, i.e. the marginal contribution of $v$ given the current solution $S$.

1: **Input:** $\phi$ such that $\alpha \cdot OPT \leq \phi \leq OPT$, $\epsilon > 0$
2: $S \leftarrow \emptyset$
3: **for** $i = 1, \ldots, n$ **do**
4:  **if** $|S| < k$ and $\Delta_f(v_i|S) \geq \frac{\phi}{2f(S)} - f(S)$ **then**
5:  $S \leftarrow S \cup \{v_i\}$
6: **return** $S$
Approximation Guarantee and Update Time

**Theorem 2**

*Algorithm 1 outputs a set $S$ such that $|S| \leq k$ and $f(S) \geq \frac{\alpha}{2} \text{OPT}$. It makes one pass over the data, stores at most $k$ elements and has $O(1)$ update time on average.*
Knowing the Max Value Helps

Suppose we know the maximum value $f_{\max} = \max_{v \in X} f(\{v\})$. From submodularity it follows:

$$f_{\max} \leq \text{OPT} \leq k \cdot f_{\max}.$$
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Then, for any $\epsilon > 0$, we can guess the $\text{OPT}$ by considering all integral powers of $(1 + \epsilon)$ in the range $[f_{\text{max}}, k \cdot f_{\text{max}}]$ i.e.

\[ B := \{(1 + \epsilon)^i | i \in \mathbb{Z}, f_{\text{max}} \leq (1 + \epsilon)^i \leq k \cdot f_{\text{max}}.\} \]
Knowing the Max Value Helps

Suppose we know the maximum value $f_{\text{max}} = \max_{v \in X} f(\{v\})$. From submodularity it follows:

$$f_{\text{max}} \leq \text{OPT} \leq k \cdot f_{\text{max}}.$$  

Then, for any $\epsilon > 0$, we can guess the $\text{OPT}$ by considering all integral powers of $(1 + \epsilon)$ in the range $[f_{\text{max}}, k \cdot f_{\text{max}}]$ i.e.

$$B := \{(1 + \epsilon)^i | i \in \mathbb{Z}, f_{\text{max}} \leq (1 + \epsilon)^i \leq k \cdot f_{\text{max}}\}.$$  

We run our algorithm for each value in $B$ and we take the max.
Submodular Maximization in Streaming

Knowing the Max Value

1: **Input:** $f_{\text{max}} \leftarrow \max_{v \in X} f(\{v\}), \epsilon > 0$
2: $B \leftarrow \{(1 + \epsilon)^i | i \in \mathbb{Z}, f_{\text{max}} \leq (1 + \epsilon)^i \leq k \cdot f_{\text{max}}\}$
3: For each $\phi \in B$, $S_{\phi} \leftarrow \emptyset$
4: for $i = 1, \ldots, n$ do
5: for $\phi \in B$ do
6: if $|S_\phi| < k$ and $\Delta f(v_i | S_\phi) \geq \frac{\phi/2 - f(S_\phi)}{k - |S_\phi|}$ then
7: $S_\phi \leftarrow S_\phi \cup \{v_i\}$
8: return $\arg \max_{\phi \in B} f(S_\phi)$
Approximation Guarantee and Update Time

We don’t know $f_{\text{max}}$ but we can compute it with one pass over the data. This would require two passes.

**Theorem 3**

Given $\epsilon > 0$, Algorithm 3 outputs a set $S$ such that $|S| \leq k$ and $f(S) \geq (\frac{1}{2} - \epsilon) \cdot \text{OPT}$. It makes two passes over the data, stores at most $O\left(\frac{k \log k}{\epsilon} \right)$ elements and has $O\left(\frac{\log k}{\epsilon} \right)$ update time per element (on average).
Towards the Final Algorithm

We can do it in one pass:

- $f_{\text{max}}$ can be estimated as we process the stream.
- we need to expand $B$ as follows. Let $\hat{f}_{\text{max}}$ be current guess for $f_{\text{max}}$:

$$B := \{(1 + \epsilon)^i | i \in \mathbb{Z}, \hat{f}_{\text{max}} \leq (1 + \epsilon)^i \leq 2 \cdot k \cdot \hat{f}_{\text{max}}, \}$$

otherwise, when we see a new element with marginal value $f > \hat{f}_{\text{max}}$, $S_{k.f}$ is empty while we might have seen elements with marginal value $\frac{k.f}{2.k} = \frac{f}{2}$ that should have been place in $S_{k.f}$ (see line 6).
Towards the Final Algorithm

We can do it in one pass:

- \( f_{\text{max}} \) can be estimated as we process the stream.
- we need to expand \( B \) as follows. Let \( \hat{f}_{\text{max}} \) be current guess for \( f_{\text{max}} \):

\[
B := \{(1 + \epsilon)i | i \in \mathbb{Z}, \hat{f}_{\text{max}} \leq (1 + \epsilon)i \leq 2 \cdot k \cdot \hat{f}_{\text{max}}, \}
\]

otherwise, when we see a new element with marginal value \( f > \hat{f}_{\text{max}} \), \( S_{k \cdot f} \) is empty while we might have seen elements with marginal value

\[
\frac{k \cdot f}{2 \cdot k} = \frac{f}{2}
\]

that should have been place in \( S_{k \cdot f} \) (see line 6).

With such a change, if \( S_f \) is empty then \( f > 2 \cdot k \cdot \hat{f}_{\text{max}} \) which implies that \( S_f \) should contain elements with marginal value

\[
\frac{2 \cdot k \cdot \hat{f}_{\text{max}}}{2k} = \hat{f}_{\text{max}}
\]

which have not been seen before.
Final Algorithm

1: **Input:** $\epsilon > 0$
2: $\phi \leftarrow 0$
3: **for** $i = 1, \ldots, n$ **do**
   4: \( \hat{f}_{\text{max}} \leftarrow \max(\hat{f}_{\text{max}}, f(\{v_i\})) \)
   5: \( B_i \leftarrow \{(1 + \epsilon)^i | \hat{f}_{\text{max}} \leq (1 + \epsilon)^i \leq 2 \cdot k \cdot \hat{f}_{\text{max}}\} \)
   6: Delete all $S_\phi$ such that $\phi \notin B_i$
   7: For each $\phi \notin B_i$ such that $S_\phi$ is not initialized, $S_\phi \leftarrow \emptyset$
   8: **for** $\phi \in B_i$ **do**
   9: \[ \text{if} \ |S_\phi| < k \text{ and } \Delta_f(v_i | S_\phi) \geq \frac{\phi/2 - f(S_\phi)}{k - |S_\phi|} \text{ then} \]
10: \[ S_\phi \leftarrow S_\phi \cup \{v_i\} \]
11: **return** $\arg \max_{\phi \in B_n} f(S_\phi)$
Approximation Guarantee and Update Time

Theorem 4

Given $\epsilon > 0$, Algorithm 3 outputs a set $S$ such that $|S| \leq k$ and $f(S) \geq \left(\frac{1}{2} - \epsilon\right) \cdot \text{OPT}$. It makes one pass over the data, stores at most $O\left(\frac{k \log k}{\epsilon}\right)$ elements and has $O\left(\frac{\log k}{\epsilon}\right)$ update time per element (on average).
Densest Subgraph Computation in Streaming

Definition 5

Given a streaming $e_1, \ldots, e_n$ of edges from an undirected graph $G = (V, E)$, compute a densest subgraph in $G$, while using limited amount of memory. Multiple passes over the data are allowed.
Centralized Algorithm for Densest Subgraph

\[ H = G; \]
while (\(G\) contains at least one edge)

- let \(v\) be the node with minimum degree \(\delta_G(v)\) in \(G\);
- remove \(v\) and all its edges from \(G\);
- if \(\rho(G) \geq \rho(H)\) then \(H \leftarrow G\);

return \(H\);
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Approximation Guarantee

**Theorem 6**

Let $O$ be a densest subgraph in $G$. Our algorithm finds a subgraph $H$ s.t.

$$\rho(H) \geq \frac{\rho(O)}{2}.$$
Approximation Guarantee

**Lemma 7**

Let $O$ be a densest subgraph in $G$, then:

$$\forall v \in V_O \quad \delta_O(v) \geq \rho(O).$$

**Proof.**

We show that if there is $v$ in $O$ with $\delta_O(v) < \rho(O)$, then $O$ is not densest.

$$\rho(O \setminus \{v\}) = \frac{|E_O| - \delta_O(v)}{|V_O| - 1}$$
Approximation Guarantee

Lemma 7

Let $O$ be a densest subgraph in $G$, then:

$$\forall v \in V_O \quad \delta_O(v) \geq \rho(O).$$

Proof.

We show that if there is $v$ in $O$ with $\delta_O(v) < \rho(O)$, then $O$ is not densest.

$$\rho(O \setminus \{v\}) = \frac{|E_O| - \delta_O(v)}{|V_O| - 1} \geq \frac{|E_O| - \rho(O)}{|V_O| - 1}$$
**Approximation Guarantee**

**Lemma 7**

Let \( O \) be a densest subgraph in \( G \), then:

\[
\forall v \in V_O \quad \delta_O(v) \geq \rho(O).
\]

**Proof.**

We show that if there is \( v \) in \( O \) with \( \delta_O(v) < \rho(O) \), then \( O \) is not densest.

\[
\rho(O \setminus \{v\}) = \frac{|E_O| - \delta_O(v)}{|V_O| - 1}
\]

\[
> \frac{|E_O| - \rho(O)}{|V_O| - 1}
\]

\[
= \frac{|V_O| \rho(O) - \rho(O)}{|V_O| - 1} = \rho(O) \frac{|V_O| - 1}{|V_O| - 1} = \rho(O).
\]
A Faster Algorithm for Densest Subgraph

**Require**: an undirected graph $G$, a value $\epsilon > 0$

$H = G$;
while ($G$ contains at least one edge)

- rem. all nodes $v$ (and their edges) with $\delta_G(v) \leq 2(1 + \epsilon)\rho(G)$ from $G$.
- if $\rho(G) > \rho(H)$ then $H \leftarrow G$;

return $H$;
Faster algorithm: Example

\( \epsilon = 0.1 \)

**Iteration 1:**

\( \rho(G) = \frac{16}{10} \), remove nodes with degree \( \leq 2 \times (1.1) \times 1.6 = 3.52 \).
Faster algorithm: Example

\[ \epsilon = 0.1 \]

**Iteration 2:**

\[ \rho(G) = \frac{11}{6} \], remove nodes with degree \( \leq 2 \times (1.1) \times \frac{11}{6} = 3.45 \).
Faster algorithm: Example

\[ \epsilon = 0.1 \]

**Iteration 3:**

\[ \rho(G) = \frac{10}{5}, \text{ remove nodes with degree} \leq 2 \times (1.1) \times 2 = 4.4. \]
Faster algorithm: Example

\[ \epsilon = 0.1 \]

**Iteration 4:**
Empty Graph.
Faster algorithm: Example

$\epsilon = 0.1$

$2(1 + \epsilon) - \textbf{Approx. Densest Subgraph!}$
Faster algorithm: Example

\[ \epsilon = 0.1 \]

\[ 2(1 + \epsilon) - \text{Approx. Densest Subgraph!} \]

What if \( \epsilon \) is large? (say \( \epsilon = 0.5 \))
Approx. guarantee of the fast algo

**Theorem 8**

Let \( O = (V_O, E_O) \) be a densest subgraph and let \( H = (V_H, E_H) \) be the subgraph found by our algo, with parameter \( \epsilon > 0 \). Then, \( \rho(H) \geq \frac{\rho(O)}{2(1+\epsilon)} \).

**Proof.**

Let \( O = (V_O, E_O) \) be a densest subgraph. Consider the first step \( t \) in the algo such that we remove a node \( v \in V_O \) from the current graph \( G_t \) (there must be such a step). From Lemma 7, \( \delta_{G_t}(v) \geq \delta_O(v) \geq \rho(O) \). Hence,

\[
\rho(O) \leq \delta_{G_t}(v)
\]
Approx. guarantee of the fast algo

**Theorem 8**

Let $O = (V_O, E_O)$ be a densest subgraph and let $H = (V_H, E_H)$ be the subgraph found by our algo, with parameter $\epsilon > 0$. Then, $\rho(H) \geq \frac{\rho(O)}{2(1+\epsilon)}$.

**Proof.**

Let $O = (V_O, E_O)$ be a densest subgraph. Consider the first step $t$ in the algo such that we remove a node $v \in V_O$ from the current graph $G_t$ (there must be such a step). From Lemma 7, $\delta_{G_t}(v) \geq \delta_O(v) \geq \rho(O)$. Hence,

$$\rho(O) \leq \delta_{G_t}(v) \leq 2(1 + \epsilon) \rho(G_t) \leq 2(1 + \epsilon) \rho(H)$$
Running time of the fast algo

**Theorem 9**

The number of iterations of the fast algo with input $G = (V_G, E_G)$ and $\epsilon > 0$ is at most $\lceil \log_{1+\epsilon}(|V_G|) \rceil$.

**Proof.**

Consider any step $t$ of the algo and let $G_t = (V_{G_t}, E_{G_t})$ be the subgraph at the beginning of that step. Let $R_t$ be the set of nodes removed at the end of such step, i.e. the degree of any node in $R_t$ is $\leq 2(1 + \epsilon)\rho(G_t)$. Then,

$$2|E_{G_t}| = \sum_{v \in R_t} \delta_{G_t}(v) + \sum_{v \in V_{G_t} \setminus R_t} \delta_{G_t}(v)$$
Running time of the fast algo

**Theorem 9**

The number of iterations of the fast algo with input $G = (V_G, E_G)$ and $\epsilon > 0$ is at most $\lceil \log_{1+\epsilon}(|V_G|) \rceil$.

**Proof.**

Consider any step $t$ of the algo and let $G_t = (V_{G_t}, E_{G_t})$ be the subgraph at the beginning of that step. Let $R_t$ be the set of nodes removed at the end of such step, i.e. the degree of any node in $R_t$ is $\leq 2(1 + \epsilon)\rho(G_t)$. Then,

$$2|E_{G_t}| = \sum_{v \in R_t} \delta_{G_t}(v) + \sum_{v \in V_{G_t} \setminus R_t} \delta_{G_t}(v) > 2(1 + \epsilon)(|V_{G_t}| - |R_t|)\rho(G_t)$$
Running time of the fast algo

**Theorem 9**

The number of iterations of the fast algo with input $G = (V_G, E_G)$ and $\epsilon > 0$ is at most $\lceil \log_{1+\epsilon}(|V_G|) \rceil$.

**Proof.**

Consider any step $t$ of the algo and let $G_t = (V_{G_t}, E_{G_t})$ be the subgraph at the beginning of that step. Let $R_t$ be the set of nodes removed at the end of such step, i.e. the degree of any node in $R_t$ is $\leq 2(1 + \epsilon)\rho(G_t)$. Then,

$$2|E_{G_t}| = \sum_{v \in R_t} \delta_{G_t}(v) + \sum_{v \in V_{G_t} \setminus R_t} \delta_{G_t}(v) > 2(1 + \epsilon)(|V_{G_t}| - |R_t|)\rho(G_t)$$

$$= 2(1 + \epsilon)(|V_{G_t}| - |R_t|) \frac{|E_{G_t}|}{|V_{G_t}|}.$$
Running time of the fast algo...

Proof.

Then,
Proof.

Then,

\[ 2|E_{G_t}| > 2(1 + \epsilon)(|V_{G_t}| - |R_t|) \frac{|E_{G_t}|}{|V_{G_t}|}, \quad \iff \]

\[ |V_{G_t}| \leq \frac{1}{\epsilon} \leq t \quad \text{for any} \quad t \quad \text{such that} \quad |V_{G}|(1 + \epsilon)^t \leq 1, \quad \text{in particular when} \quad t = \lceil \log \frac{1}{1 + \epsilon} \rceil. \]
Proof.

Then,

\[ 2|E_{G_t}| > 2(1 + \epsilon)(|V_{G_t}| - |R_t|) \frac{|E_{G_t}|}{|V_{G_t}|}, \]

\[ |V_{G_t}| > (1 + \epsilon)(|V_{G_t}| - |R_t|), \]

Therefore \( |V_{G_t}| \leq 1 \) in \( \leq t \) steps for any \( t \) such that \( |V_{G}|(1 + \epsilon)^t \leq 1 \), in particular when \( t = \lceil \log \frac{1}{1 + \epsilon} |V_{G}| \rceil \).
Proof.

Then,

\[ 2|E_{G_t}| > 2(1 + \epsilon)(|V_{G_t}| - |R_t|) \frac{|E_{G_t}|}{|V_{G_t}|}, \]
\[ \Leftrightarrow \]
\[ |V_{G_t}| > (1 + \epsilon)(|V_{G_t}| - |R_t|), \]
\[ \Leftrightarrow \]
\[ |V_{G_{t+1}}| = |V_{G_t}| - |R_t| < \frac{|V_{G_t}|}{1 + \epsilon}. \]
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**Proof.**

Then,

\[
2|E_{G_t}| > 2(1 + \epsilon)(|V_{G_t}| - |R_t|)|E_{G_t}|/|V_{G_t}|,
\]

\[
|V_{G_t}| > (1 + \epsilon)(|V_{G_t}| - |R_t|),
\]

\[
|V_{G_{t+1}}| = |V_{G_t}| - |R_t| < |V_{G_t}|/1 + \epsilon.
\]

Therefore \(|V_{G_t}| \leq 1\) in \(\leq t\) steps for any \(t\) such that \(|V_G| (1 + \epsilon)^t \leq 1\), in particular when \(t = \lceil \log_{1+\epsilon} |V_G| \rceil\).
Streaming Algorithm for Densest Subgraph

The algorithm makes multiple passes over the data. During each pass:

- computes the current degree of each node as well as the current density;
- produces a new graph containing only the nodes with sufficiently large degree.
- maintains the current densest subgraph

Theorem 10 (From [4])

There is a (semi-) streaming algorithm that for any $\epsilon > 0$, computes a $2(1 + \epsilon)$-approximation of the densest subgraph while making $\lceil \log_{1+\epsilon}(|V_G|) \rceil$ passes over the data and requiring $O(n \log n)$ total memory.
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